13011人工智能与大数据
名词解释
1、聚类：聚类是将总体或数据点划分为多个组的任务，以使同一组中的数据点比其他组中的数据点更类似于同组中的其他数据点。简而言之，目的是将具有相似特征的群体隔离开来，并将其分配到集群中。
2、强化学习：强化学习是机器学习的范式和方法论之一，用于描述和解决智能体在与环境的交互过程中通过学习策略以达成回报最大化或实现特定目标的问题。
3、反向传播：反向传播是一种获取错误率并修改程序以从中学习的机制，它通过梯度下降法求出误差率、损失函数或代价函数，并将其应用于网络中人工神经元的权值。
4、专家系统：专家系统是在某一特定领域中，能够像人类专家一样解决复杂问题的计算机软件系统。它能够有效地运用专家多年积累的经验和专业知识，通过模拟专家的思维过程，解决需要专家才能解决的问题。专家系统需要通过一定的知识获取方法，将专家知识保存在知识库中，然后运用推理机，结合人机交互接口进行工作。
5、弹性分布式数据集 RDD：弹性分布式数据集 RDD 是 Spark 提供的最重要的抽象概念。它是具有容错机制的特殊数据集合，可以分布在集群节点上，以函数式操作集合的形式执行各种并行操作。
6、自然语言理解：自然语言理解是使用计算机软件来理解文本或语音格式的句子形式的输入，能直接实现人机交互。自然语言理解的目标是使用语法规则和通用语法重新排列非结构化数据来理解非结构化数据中表示的概念。
7、人工智能：人工智能是计算机学科的一个分支，它的目标是研究一种方法使计算机来模拟人的某些思维过程和智能行为，如学习、推理、思考、规划等。
8、人工神经网络：人工神经网络是一种运算模型，由大量的神经节点 (或称神经元) 相互连接构成。每个节点代表一种特定的输出函数，称为激活函数。每两个节点间的连接都代表通过该连接信号的加权值，称为连接权值，这相当于人工神经网络的记忆。9、机器学习：机器学习是指在计算机上设计一个系统，对该系统提供一定的训练数据，使该系统能按照一定的方式来学习；随着训练次数的增加，该系统可以不断学习和改进，提高系统的性能；最终，通过参数优化后的学习模型，能够对相关问题进行预测输出。
10、过拟合：过拟合相对于泛化能力而言，代表模型的稳定性，对新数据的预测能力。经过训练的模型对于不是训练集的输入也能给出合适的输出代表模型泛化能力强。如果模型训练准确率太高，而测试准确率太低的话，代表模型对于数据的学习过拟合了，导致泛化能力降低。
11、深度学习：深度学习是一种自动特征学习方法，把原始数据通过一些简单的但非线性的模型转变成为更高层次的、更加抽象的表达。通过足够多的转换组合，非常复杂的函数也可以被学习，使用一种通用的学习过程从数据中学习各层次的特征，而不是手工设计特征提取器。
12、图灵测试：图灵测试由艾伦・图灵提出，指人和计算机与询问者通过打字进行对话。谈话要自然流畅，可以涉及任何话题。不管谈话进行了多久，只要询问者分辨不出测试对象中哪个是人哪个是计算机，就可以认为该计算机通过了图灵测试。

填空题
1、特征选择的主要方法有过滤式、嵌入式和【包装式】。
2、【代价函数】、梯度下降和反向传播是人工神经网络机器学习的基础。
3、人工智能的三大学派分别是符号主义、【连接主义】和行为主义。
4、大数据处理的流程分为 4 步，分别是大数据采集、大数据导入与预处理、大数据统计与分析，最后一步是【大数据挖掘】。
5、Hadoop 的一个大创意是【移动计算】，而不是数据，所以 Hadoop 试图在存储数据的节点上进行计算。
6、傅里叶变换和【小波变换】是特征构建预处理转换中信号增强的流行方法。
7、【ZooKeeper】是 Hadoop 中为分布式应用程序提供高性能协调服务的工具集合。
8、大数据的 “4V” 特征包括大、快、杂和【疑】。
9、学习率是一个衡量梯度下降速度的指标，神经网络中使用的学习率太大，会导致【网络无法收敛】。
10、Hadoop 中最常见的三种调度器是【FIFO 调度器】、计算能力调度器和公平调度器。
11、【弹性分布式数据 RDD】是 Spark 提供的最重要的抽象概念。它是具有容错机制的特殊数据集合，可以分布在集群节点上，以函数式操作集合的形式执行各种并行操作。
12、弹性分布式数据集 RDD 具有只读、分布式、弹性和【基于内存】四个属性。
13、Hadoop 中的公平调度器的特性有支持多用户多队列、【支持资源共享】、保证最小共享量、支持资源单位抢占、限制作业并发量，以防止中间数据塞满磁盘。
14、“人工智能” 这一术语是在 1956 年的【达特茅斯】会议上由麦卡锡首先使用的。
15、【云数据库】是在云计算环境下部署和虚拟化的数据库。
16、在【全连接】神经网络模型中，前一层所有神经元的输出都被作为后一层神经元的输入。
17、Spark 中弹性分布式数据集 RDD 的操作分为转换操作和【行动】操作。
18、MapReduce 中【JobTracker】负责资源监控和作业调度。
19、【自动编码器】是输入与输出相同的深度学习，是多层结构的无监督神经网络模型。
20、【直言三段论推理】是由三个范畴命题组成的演绎论证，前两个被称为前提，第三个被称为结论。
21、卷积神经网络 (CNN) 通过【卷积】操作获取图像的局部区域信息。
[bookmark: _GoBack]22、循环神经网络 (RNN) 的缺点是存在【梯度消失】问题。也就是说，随着模型的增大，精度会下降，模型也可能需要更长的时间来训练。
23、MapReduce 中【TaskTracker】周期性的将所有节点上各种信息通过心跳机制汇报给 JobTracker。
24、【强化学习】被认为是继有监督学习和无监督学习之后的第三种机器学习范式。

单项选择题
1、下面哪一项是一种编程模型，将大规模的数据处理工作拆分成相互独立的任务进行并行处理【C】：MapReduce
2、下列哪一项不属于云数据库的特点【B】：高速响应
3、下列哪一项不是自然语言理解要实现的目标【B】：欣赏音乐
4、HBase 依赖下列哪一项进行协同服务管理【C】：Zookeeper
5、下列哪一项不属于 HDFS 存在的缺点【C】：可处理大量数据，具有高吞吐量
6、Hive 是建立在下列哪一项之上的一个数据仓库【A】：Hadoop
7、下面哪一项不是人工智能的研究领域【B】：编译原理
8、Google 的 “三驾马车” 是大数据概念的起源，下列哪一项不属于 “三驾马车”【B】：“Spark: Cluster computing with working sets”
9、下列哪一项不是特征选择的主要方法【D】：贪婪式
10、Hadoop 分布式文件系统 HDFS 的默认数据块大小是【D】：64MB
11、HBase 是基于下列哪一项开发的面向列的分布式数据库【C】：HDFS
12、下列关于 MapReduce 说法不正确的是【A】：MapReduce 程序只能用 Java 语言编写
13、关于 HDFS 架构中的第二名字节点，下列哪一项描述是正确的【A】：第二名字节点的目的是帮助名字节点合并编辑日志，减少名字节点启动时间
14、下列对 HBase 的描述不正确的是【D】：是面向行的
15、最早提出机器智能的测试模型，并提出了人工智能的含义的科学家是【D】：图灵
16、Spark 中 RDD 的基本操作不包括【D】：更新操作
17、HBase 的前身是【A】：BigTable
18、Deepmind 研制的 AlphaGo 算法没有使用以下哪个人工智能方法【B】：逻辑推理
19、关于 HBase 的表述，下列哪一项是错误的【D】：HBase 支持表间的 join 操作等操作
20、关于云计算的表述，下列哪一项是错误的【D】：在云中，所有资源都可以通过纵向进行扩展
21、下面关于推荐系统的描述错误的是【C】：推荐系统是一种只能通过专家进行人工推荐的系统
22、关于 Hadoop 的表述，下列哪一项是错误的【B】：Hadoop 扩展新的节点后，需要重载所有节点后生效
23、HDFS 默认数据块的存储采用了备份机制，默认的备份个数是【C】：3 个
24、人工智能的目的是让机器能够【A】：模拟、延伸和扩展人的智能

多项选择题
1、Hadoop 中 ZooKeeper 的设计目标包括【ABCD】：有序性、速度优势、简单化、健壮性
2、根据学习者与环境之间的互动性质来划分学习任务，机器学习可以划分为【ABC】：无监督学习、半监督学习、监督学习
3、大数据的关键技术主要包括【ABCD】：摘要索引、可视化、流处理、并行化
4、从信息加工角度观察可以将认知模型分为三个层次，包括【ABC】：认知信息处理、思维信息处理、感应信息处理
5、学习模式会因学习者所扮演的角色而不同，根据角色可以将机器学习划分为【CD】：主动学习、被动学习
6、编程语言 Pig 的本地和 MapReduce 运行模式有下列哪些运行方式【ACD】：嵌入式程序方式、Grunt Shell 方式、脚本文件方式
7、卷积神经网络中，常用的池化方法有【ABD】：平均池化法、概率池化法、最大池化法
8、HDFS 的设计目标【ABCD】：端口流数据访问、简化的一致性模型、支持大文件、故障检测和自动恢复
9、纹理在机器视觉纹理评价技术和图像处理方法中起着重要作用，其主要特点有【ABCD】：识别（保留一个实体作为已知的东西）、分类（对与特定类别有关的实体进行分类）、分离（明显的纹理分离）、歧视（认为两个实体不一样）
10、MapReduce 用于超大规模数据处理时，其主要思想体现在【ABD】：抽象化、架构统一，隐藏细节、并行化
11、云数据库具有的主要特点包括【ABCD】：多租户、资源有效分配、高可扩展性、高可用性
12、Hadoop 之上的两个数据查询和处理工具是【AD】：Hive、Pig

简答题
1、请简述大数据的特征。答：大数据的四个特征是：(1) 大：数据量呈爆炸式增长；(2) 快：数据产生速度极快；(3) 杂：数据类型多样杂乱；(4) 疑：数据真实性和可靠性问题突出。

2、HDFS 是针对大文件设计的分布式系统，请简述 HDFS 使用数据块作为文件存储处理的单元会带来哪些好处。答：HDFS 使用数据块带来以下几个方面的好处：(1) 可以保存比存储节点单一的磁盘更大的文件；(2) 简化了存储子系统；(3) 方便容错，有利于数据复制。

3、请简单区别以下概念：人工智能，机器学习，深度学习，神经网络。答：人工智能研究的是计算机很难解决而人类通过直觉可以解决的问题，如自然语言理解、图像识别、语言识别等，人工智能的目的就是要解决这类问题。机器学习是一种能够赋予机器学习的能力并以此让它完成直接编程无法完成的功能。从实践的意义上来说，机器学习是一种通过利用数据训练出模型，然后使用模型进行预测的一种方法。深度学习的核心是自动将简单的特征组合成更加复杂的特征，并用这些特征解决问题。神经网络最初是一个生物学的概念，一般是指大脑神经元、触点、细胞等组成的网络，用于产生意识，帮助生物思考和行动。后来受人工智能神经网络的启发，发展出了人工神经网络。

4、请简述大数据的收集和传统数据的收集有哪些不同之处。答：从数据源的角度来看，传统的单一数据源来自传统企业的客户关系管理系统、企业资源规划系统和相关业务系统，而大数据还需要从社交系统、互联网系统、各种类型的机器和设备获得。从数据量方面，互联网系统和机器系统生成的数据量要远远大于企业系统生成的数据量。从数据结构的角度来看，传统的数据采集系统采集的是结构化数据，而大数据采集系统还需要采集大量的视频、音频、照片等非结构化数据，以及网页、博客、日志等半结构化数据。

5、请简述 Hadoop 分布式文件系统 HDFS 中第二名字节点和名字节点的区别。答：第二名字节点不接收或记录 HDFS 的任何实时变化，而只是根据集群配置的时间间隔，不停地获取 HDFS 某一个时间点的名字映像及其编辑日志，合并得到一个新的名字映像。该新映像会被上传到名字节点，替换原有的名字映像，并清空上述日志。第二名字节点配合名字节点，为名字节点提供了一个简单的检查机制，并避免出现由于编辑日志过大而导致名字节点启动时间过长的问题。

6、请简述机器学习中监督学习、无监督学习、半监督学习的不同之处及其主要应用场合。答：监督学习是学习者接收一组带标签的示例作为训练数据，并对所有看不见的数据点进行预测，主要应用场景是分类、回归和排名等问题。无监督学习是学习者只接收未标记的训练数据，并对所有看不到的数据点进行预测，主要应用场景是聚类和降维。半监督学习介于两类之间，学习者接收一个由标记和未标记数据组成的训练样本，并对所有看不到的数据点进行预测，应用场景主要有分类、回归和排序等。

7、请简述卷积神经网络 CNN 对图像进行特征提取的主要过程。答：CNN 主要用卷积层和池化层实现图像特征的提取。CNN 通过特定的卷积核得到其对应的特征映射，即卷积层。卷积核在图像上不断滑动运算，得到原始图像的特征矩阵；同时，在卷积结果上使用最大池化或平均池化等方式，对卷积层的输出进行降维和采样，减小网络的参数规模，同时也可以防止过拟合。

8、请简述自然语言处理和自然语言理解的不同之处。答：自然语言处理关注如何对计算机进行编程以处理语言并促进计算机与人类之间的自然相互通信。自然语言处理的目标是实现人类语言处理，将语言理解和产生理论具体化，使人们的对话、想法和情感状态被捕获、存储和处理为数据，能编写一个能够理解和产生自然语言的计算程序。自然语言理解是使用计算机软件来理解文本或语音格式的句子形式的输入，能直接实现人机交互。自然语言理解的目标是使用语法规则和通用语法重新排列非结构化数据来理解非结构化数据中表示的概念。
